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We report that monoelemental black phosphorus presents a new electronic self-passivation scheme of
single vacancy (SV). By means of low-temperature scanning tunneling microscopy and noncontact atomic
force microscopy, we demonstrate that the local reconstruction and ionization of SV into negatively charged
SV− leads to the passivation of dangling bonds and, thus, the quenching of in-gap states, which can be
achieved by mild thermal annealing or STM tip manipulation. SV exhibits a strong and symmetric Friedel
oscillation (FO) pattern, while SV− shows an asymmetric FO pattern with local perturbation amplitude
reduced by one order of magnitude and a faster decay rate. The enhanced passivation by forming SV− can be
attributed to its weak dipolelike perturbation, consistent with density-functional theory numerical calcu-
lations. Therefore, self-passivated SV− is electrically benign and acts as a much weaker scattering center,
which may hold the key to further enhance the charge mobility of black phosphorus and its analogs.
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High-mobility two-dimensional (2D) semiconductors
are essential for the development of ultrathin high-speed
and energy-efficient electronics and optoelectronics [1–5].
The intrinsic mobility of defect-free 2D semiconductors is
normally set by the effective mass of carriers and phonon
scattering processes [6,7]. However, materials synthesis
and device fabrication processes of 2D semiconductors,
including metal chalcogenides and black phosphorus (BP),
inevitably introduce surface vacancies with dangling bonds
due to the volatile nature of chalcogen and phosphorus (P)
atoms [8–11]. Such atomic defects often act as undesirable
sinks for charge carriers and nonradiative recombination
centers of photoexcited electron-hole pairs [12–14], which
becomes one of the major device performance-limiting
factors. Therefore, effective passivation of vacancies in
high-mobility 2D semiconductors is vital to maintaining
their high-performance device characteristics.
The ideal surface passivation method should deactivate

only the defect states without a permanent crystal lattice
change and degradation of their electronic performance.
Inspired by the conventional passivation technologies used

in the semiconductor industry, various strategies, including
chemical functionalization [7,15] and surface coating [16,17],
have been exploited for the passivation of surfacevacancies in
2D semiconductors to remove the associated detrimental in-
gap electronic states. However, most passivation schemes
developed to date mainly improve the photoluminescence
quantum yield without significant enhancement in charge
transport properties [15,18] and even degrade the electronic
performance by altering the van der Waals structure [16,19].
Here, we demonstrate that monoelemental BP, a proto-

typical high-mobility 2D semiconductor with a unique
puckered square lattice [1,20–25], is able to effectively
passivate isolated vacancies by a self-driven lattice
reconstruction process to form negatively charged single
vacancy (SV−) sites. Such an self-passivation mechanism
of vacancies and the associated in-gap electronic states
relies on the formation of homoelemental hypervalent
bonding, which is not reported in heteroelemental 2D
semiconductors (e.g., metal chalcogenides).
As illustrated in Fig. 1(a), removal of one P atom from

the buckled lattice in BP creates an SVand leaves dangling
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bonds at three adjacent P sites. Neutral SVs in BP with in-
gap electronic states were captured by dI=dV measure-
ments [11,26], which play an essential role in modulating
electronic and optical properties of BP and, thus, affecting
their device characteristics [27–31]. Despite advances in
BP research, the atomic-scale structural and electronic
properties of SVs and their impact on charge dynamics
in BP remain elusive. In addition, the microscopic knowl-
edge of a defect passivation mechanism for eliminating
dangling bonds in SVs of BP is still missing.
To this end, we have exploited low-temperature scanning

tunneling microscopy (STM) and noncontact atomic
force microscopy (nc-AFM) to probe the electronic self-
passivation of intrinsic SV in BP at the atomic scale and its
role on mobility of the BP field-effect transistor (FET). The
versatile bond configuration of P atoms and monoelemental
composition of BP introduce a new deactivation mecha-
nism of SV via local reconstruction, saturating the dangling
bonds at adjacent P sites. The structural transformation
and migration of SV in BP can proceed readily due to a
relatively low-energy barrier [32,33]. Among various SV
configurations predicted previously [34–38], this one
involves the formation of hypervalent four-coordinated P
atoms at the defect center [Fig. 1(b)], allowing for the
saturation of all the dangling bonds but leaving one extra
electron at SV sites (denoted as negatively charged SV−).
The lattice flexibility of BP ensures a feasible transforma-
tion of SVs into electrically inactive ones via self-
passivation, which can be triggered by a mild thermal
annealing or tip-induced local ionization.

STM imaging of BP surface cleaved in situ reveals a
ubiquitous presence of defects with large-sized dumbbell-
shaped appearance across more than tens of zigzag lattice
chains [Fig. 1(c)], which are tentatively labeled as neutral
SV (in the following context, SV represents neutral SV
unless stated otherwise). The spatially extended dumbbell
feature is probably associated with the delocalized bound
hole states over SV due to its shallow acceptor nature. STM
contrast of such defects is gradually reduced as they
move away from the top surface (Fig. S5 [39]). We also
performed constant-height nc-AFM imaging of these
defects with a CO-functionalized tip to monitor the spatial
variation of frequency shift (df) in the Pauli repulsive
regime [40]. The nc-AFM image of SV shows the perfect
zigzag chains attributed to the P atoms at the topmost
surface (Fig. S6 [39]). This result suggests that some SVs
reside in the subsurface layers, consistent with a recent
density-functional theory (DFT) prediction that SVs in the
subsurface layers are energetically more favorable [38].
Upon thermal annealing at 453 K followed by rapid

cooling, the majority of these dumbbell-shaped SVs van-
ished. Instead, a new type of defect manifested as a much
smaller protrusion predominates the surface [Fig. 1(d)].
A close examination revealed that this new defect adopts a
butterfly-shaped feature spanning over two nearest neigh-
boring zigzag chains [Fig. 2(a)]. Moreover, the identical
STM contrast of these butterfly-shaped defects suggests
that these surface features are due to the reconstruction and
migration of SVs during thermal annealing.
To decipher the local structure of butterfly-shaped

defects, we performed nc-AFM imaging with a CO-
functionalized tip [Fig. 2(c)]. The df image collected by
nc-AFM reveals a dark holelike feature surrounded by two
bright spots and two dimmer spots. The protrusions in the
nc-AFM image correspond to P atom positions due to their
stronger repulsive interaction with the CO tip. Therefore,
the nc-AFM image suggests the butterfly-shaped defect
likely contains a missing top P atom (SV) or both top P and
its bonded P atom at the bottom (divacancy denoted as DV).
By DFT simulation of various defect structures via the
probe particle model (Fig. S3 [39]), the simulated nc-AFM
[Fig. 2(d)] of reconstructed SV reproduces the key features
in experimental data well, including bright asymmetric
protrusions at its two sides. Therefore, the butterfly-shaped
defect is determined to be negatively charged SV (SV−).
The mirror asymmetry along the zigzag direction in both
STM and nc-AFM images of SV− stems from the local
reconstruction involving the bonding of the central P atom
with four adjacent P atoms [Figs. 2(b) and S4 [39]],
forming a hypervalent configuration with one extra neg-
ative charge.
Kelvin probe force microscopy (KPFM) was further

applied to characterize the local contact potential difference
(LCPD) between SV− and the bare BP surface. Figure 2(f)
presents the KPFM results acquired right over and ∼2.1 nm

FIG. 1. Thermally driven self-passivation of SV into SV− via
local reconstruction and ionization. (a),(b) Schematics highlight
unsaturated SV with dangling bonds and self-passivated (SV−),
respectively. (c),(d) STM images of BP surface taken before and
after the thermal annealing at 453 K followed by rapid cooling.
The crystallographic directions are indicated in (d). STM set
points: VS ¼ −1.0 V and I ¼ 0.3 nA.
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away from SV− at a relative height of Z ¼ −40 pm.
A parabolic fitting of frequency shift df − V curves reveals
a positive shift of LCPD (i.e., parabolic maximum) from
−289 (over bare BP) to −149 mV (over SV−), confirming
that SV−’s are negatively charged [41]. The LCPD (x, z)
color map acquired across SV− along the armchair direc-
tion at different tip-sample distances further indicates a
smaller LCPD and associated negative charge in close
vicinity to SV− [Fig. 2(e)], consistent with the calculated
potential profile (Fig. S7 [39]).
Bias-dependent line dI=dV spectra taken across the

dumbbell and butterfly defects along the armchair direction
(indicated by a white dashed line) are shown in the left panel
in Figs. 3(a) and 3(b), respectively. SV mainly induces a
strong LDOS modulation in the vicinity of the valence band
maximum (VBM) as marked by gray in the right panel in
Fig. 3(a). The in-gap states near the valence band (VB) of SV
span≈4 nm away from the defect center, suggesting a shallow
acceptor nature forming spatially extended bound hole states
[26]. In contrast, SV− lacks in-gap states but exhibits an
upward band bending of tens of meV for both VBM and
conduction band minimum (CBM). In addition, dI=dV maps
taken at 0.4 and−0.1 eV show a weak modulation, including
a faint dark depression and protrusion over the defect site,
respectively [Figs. 3(e) and 3(f)]. All these observations
consistently show that SV− is negatively charged.
The drastically different electronic properties of SV and

SV− can be further understood by DFT calculations using

the hybrid pbe0 functional. SV shows the spin-polarized
density of states (DOS) with in-gap states above the
VBM [Fig. 3(c)]. In contrast, the calculated DOS of
SV− resembles that of pristine BP (dashed blue curve)
with a slight shift of both VB and conduction band (CB)
toward each other [Fig. 3(d)]. Upon the local reconstruction
and ionization of SV, all the dangling bonds are passivated
in SV−, eliminating in-gap states and restoring the spin
degeneracy in the DOS. A wave function plot of CB and
VB band-edge states reveals a major contribution from
dispersive bandlike electronic states with small perturba-
tion from the defect (Fig. S9 [39]). In addition, the
simulated dI=dV maps at two energetic positions close
to the CB [Fig. 3(g)] and VB [Fig. 3(h)] side reproduce the
key features in the experimental dI=dV maps well.
Therefore, a combination of DFT calculations and nc-
AFM imaging unambiguously reveals that butterfly-shaped
defects are SV−, presumably transformed from neutral SV.
In addition, we took advantage of STM tip manipulation

to control the switch between SV and SV− over two
individual defects as shown in Fig. S2 [39] (from SV−

to SV for defect A and SV to SV− for defect B). We note
that a reversible switch over a single defect between SVand
SV− is challenging, as high bias applied also may result in
pulling nearby P atoms out from the surface, depending on
the tip geometry. Nevertheless, positioning the STM tip
over one charged defect AðSV−Þ followed by a gradual
increase of sample bias to 4.6 V triggers its switch back to

FIG. 2. Physical characterizations of SV−. (a) High-resolution STM image of SV− (VS ¼ −0.6 V and I ¼ 0.3 nA). (b) Atomic
structure for SV− with labeled crystallographic directions and the corresponding side view (bottom panel). The yellow (violet) atoms
indicate the P atoms at the top (bottom) sublayers. (c) Atom-resolved nc-AFM image of SV−. (d) Simulated nc-AFM image of SV− by
the probe particle model. (e) x-z color mapping of spatial-dependent LCPD extracted from KPFM measurements across SV−, along the
line marked at the bottom of the STM image. (f) Frequency shift (df) measured as a function of the applied sample bias right over and
2.12 nm away from SV− at a relative height of Z ¼ −40 pm with respect to the reference point: Z ¼ 0 pm (VS ¼ −1.0 V and
I ¼ 50 pA). Parabolic fits and corresponding parabolic maximum values are indicated in the plot.
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SV with the reemergence of characteristic dumbbell shape
and in-gap states (Fig. S2 [39]). Similarly, upon applying a
bias of 4.6V (Fig. S1 [39]), another defect BðSVÞ can be
transformed into BðSV−Þ with the appearance of butterfly
shape and disappearance of in-gap states (Fig. S2 [39]).
Such a tip-controlled transformation between SV and SV−

is presumably attributed to the ionization and deionization
of defects induced by the local electric field or inelastic
tunneling process [42,43].
We then evaluated the impact of self-passivation of SV

on the carrier mobility of BP FET device (Fig. S15 [39]).
After mild annealing with rapid cooling, we observed an
increase of hole mobility by 43.0% from saturated mobility
(∼325.6 cm2 V−1 s−1) to ∼465.7 cm2V−1 s−1 (refer to
Supplemental Material [39] for details). These results
can be well explained from the local charge scattering
behavior by comparing the corresponding Friedel oscil-
lations (FO) before and after ionization of SV. The
scattering of charge carriers by defects often produces a
periodic long-range modulation of the LDOS with perio-
dicity associated with the wave vector of scattered carriers
[44]. We indeed observed a contrasting LDOS oscillation
pattern surrounding between SV and SV−. The character-
istic energy-dependent wavelength of these oscillation
patterns verifies their FO origin [Figs. 4(a), 4(b), and

S11 [39]). SV exhibits a highly anisotropic FO pattern
with a stronger modulation along the armchair direction,
which can be attributed to a smaller effective carrier mass
along this crystallographic axis [45,46]. According to the
standard FO theory [47], we performed the fitting of
the line cross-section dI=dV data for both SV and SV−

to the expression A ¼ A0ðfcos ½2πðx − xcÞ=λ� þ ϕg=
ðjx − xcjrÞÞ þ C, which yields a dramatic difference in
the phase, amplitude, and decay rate of FO patterns
between SVand SV− [Figs. 4(c) and 4(d)]. First, the fitting
of cross-section dI=dV data to the equation above yields a
phase difference between the oscillation at two sides of
defect by 22.7° for SV and 136.2° for SV−. Hence, a small
phase shift at SV produces a nearly symmetric FO pattern,
while a significant phase shift results in an asymmetric FO
pattern across SV−. Second, according to the fitting result,
the oscillation amplitude in LDOS for SV (A0

L ¼ 8.59 and
A0
R ¼ 11.14) is nearly one order of magnitude larger than

that for SV− (A−
L ¼ 1.19 and A−

R ¼ 1.16). Equally impor-
tant, SV− shows a faster decay rate (−1.47) than SV
(−0.96), which may be the result of a weak perturbation
and a large phase shift between two sides of SV−.
To understand the origin of different FO behaviors, we

performed numerical calculations to simulate FO patterns
for both SV and SV− by treating BP as a single (valence)
band 2D material with a direction-dependent carrier mass
(see Supplemental Material [39] for details). Removing a
P atom can be viewed as adding a P “antinucleus.” This
negatively charged antinucleus creates an attractive long-
range potential for the holes, giving rise to FO and midgap

FIG. 3. Electronic structure of SV−. (a),(b) Color-coded dI=dV
spectra taken along armchair direction across SV (a) and SV− (b),
where the positions taken for the line spectra are marked by white
dashed lines in the corresponding STM images (upper panel).
Point dI=dV spectra taken above SV (SV−) are compared with
the pristine surface in the right panels. (c),(d) Calculated DOS for
SV (SV−) and pristine BP (indicated by dashed lines). (e),(f)
dI=dV maps taken for SV− at VS ¼ 0.4 V and VS ¼ −0.1 V. (g),
(h) Simulated dI=dV maps at an energy of 0.47 and −0.47 V,
which are indicated by gray dashed lines in (d).

FIG. 4. Probing Friedel oscillations of SV and SV−. (a),(b)
Spatial dI=dV spatial maps taken at VS ¼ −0.6 V for SV and
SV−, respectively. (c),(d) Cross-section data across the center of
SV and SV− along the armchair direction. The fitted curves for
FO at both sides of defect are presented in red. Note that the
discrepancy in the oscillation wavelength close to the defect
center between experiment and theory can be attributed to a
strong LDOS modulation at the VB edge of SV that may modify
the local bulk bands. (e),(f) Simulated spectral function maps at
−0.6 eV for SV and SV−, respectively.
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bound states, as seen in Figs. 3(a) and 3(c). Although the
potential profile is nontrivial and must include screening
effects, it is illuminating to get a rough estimate of the
energy scales involved by assuming that the perturbation is
limited to the unit cell with the missing P atom. First, we
note that the lowest-energy midgap state for SV is located
about 0.05 eV above the VBM. Next, following the
approach described in Supplemental Material [39], we
calculate the spectral function for the unit cell hosting
the vacancy for a range of attractive potentials generated by
the antinucleus, as shown in Fig. S14 [39]. From our
analysis, we observe that the single-unit-cell potential of
about −1.5 eV produces a localized state at the correct
energy, which is, thus, set as the perturbation potential from
SV to calculate the corresponding spectral maps of sur-
rounding BP at different energies. The calculated spectral
function map at the energy of −0.6 eV reveals the sym-
metric oscillation pattern, consistent with experimental
dI=dV maps of SV taken at the same energy [Figs. 4(a)
and 4(e)]. The FO wavelength of ≈2 nm in the armchair
direction obtained from the numerical simulations also
agrees with the experimental results far from the defect
(Fig. S10 [39]). As for SV−, the local reconstruction
involving the shift of the central P atom to bond with
adjacent four P atoms results in a more diffusive and
asymmetric charge density, leading to a dipolelike potential
splitting as shown in Fig. S7 [39]. To capture these effects,
we split the perturbation (−1.5 eV) from SV into two unit
cells. By adjusting the ratio and the separation (Fig. S13
[39]), we found that the calculated spectral function map
with a split potential of −1 and −0.5 eV shows the best
agreement with the experimental data [Figs. 4(b) and 4(f)].
In fact, the asymmetry and phase shift of spectral function
maps is independent on the absolute value of split poten-
tials (Fig. S13 [39]). This points out that making the
potential less singular by spreading the perturbation out
spatially leads to a reduced band distortion and carrier
scattering.
In summary, we demonstrated a new electronic self-

passivation of SV in BP through the local reconstruction
and ionisation of SV into negatively charged SV− through a
mild thermal annealing or STM tip manipulation, leading to
the passivation of all the dangling bonds and elimination of
in-gap states. In contrast to SV with a strong and symmetric
FO pattern, SV− shows an asymmetric FO pattern with an
oscillation amplitude reduced by one order of magnitude
and a faster decay rate, which can be attributed to its weak
dipolelike perturbation. Our work opens up a new route for
electronic self-passivation of defects, crucial for the further
optimization of the carrier mobility in BP and its analogs.
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